
Objectives

The purpose of this project is to develop an approach for detecting 
centers of light spots on a mobile device equipped with a camera. 
The system has to deal with low bandwidth requirements, but at 
the same time, must react quickly to user input and deliver the co-
ordinates of the light spot centers with high accuracy.
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The lowcost mvGAMMA-G grabber uses
also the proven processor and PCI interface
technology of the mvTITAN family. In
combination with a highly integrated
analog front end it shows an excellent

price to performance ratio.
For low to mid range gray scale acquisition
the mvGAMMA-G delivers an unequaled
solution. Due to the large local memory you'll
never again lose data caused by temporary

PCI bus overloads, even when using multiple
boards in one system. It's suitable for all
areas of gray scale vision applications 
working with analog image sources.

Features

www.matrix-vision.de

Analog acquisition
◗ acquisition rate up to 28 MHz
◗ pixel depth 8 or 10 bit
◗ analog gain and offset
◗ internal or external pixel clock
◗ switchable low pass filters
◗ 10 to 8 bit LUT

Camera interface
◗ 4 analog inputs, 1 clock input
◗ video signal termination can be switched off
◗ fast switching between asynchronous sources
◗ external trigger input
◗ restart/reset modes
◗ video timing generator to VD/HD outputs
◗ versatile GPIOs: 3x out, 1x in
◗ standard MATRIX VISION connector for video inputs and digital I/O
◗ 1x Hirose connector
◗ camera supply (12 V, 700 mA / 1.5 A) on both connectors

Image Processor
◗ flexible acquisition control
◗ pixel processing with 4.5 GOPS
◗ 8 MB local memory for images, programs and data

Host Interface
◗ color space conversion, scaling and overlay for direct display output
◗ PCI-DMA transfer as 8 or 16 bit raw data or RGB/YC pixels

Software
◗ drivers for Windows® and Linux®

◗ supported by mvIMPACT library

� versatile, low cost, 
multi-standard gray scale

frame grabber

� large local
memory for

safe image 
transfer on heavy 

load systems

� local image processor 
for flexible acquisition control

mvGAMMA-G

mvGAMMA-G

for gray scale vision applicationsfor gray scale vision applications
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Intensity and distance thresholding for identification of foreground pixels. (a) Original im-
age. (b) Intensity threshold of 10. (c) Intensity threshold of 50. (d) Intensity threshold of 
50 and distance threshold of 2.
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Results

Evaluation results show that for a camera running at 100 frames 
per second with an image resolution of 640x480 and a bandwidth 
limited to 100 Mbit/s, the FPGA is able to transmit a sufficiently 
large number of blobs for camera pose calculations. 

Methods

The task of blob detection is accomplished by splitting it between 
an FPGA and a PC. The FPGA preprocesses the images by extract-
ing regions of interest and sending the intensity values of each 
region to the computer over a wireless interface. The PC extracts 
the data and computes the centers of the light spots, which can 
be used for estimation of camera position and orientation.

Motivation

The Immersion Square is a visualization system for virtual environ-
ments.The user is surrounded by three projection screens and can 
interact with the system by using a mobile 6 degrees of freedom 
device. Three projectors cast a set of infrared light spots arranged 
in a specific pattern onto the screens from the back. The device 
is comprised of a camera and an FPGA, and is connected to a PC 
over a wireless interface.
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